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**Abstrak**

sistem pendeteksi spam yang andal dan andal ulasan adalah kebutuhan utama di dunia saat ini untuk membeli produk tanpa ditipu dari situs online. Dalam berbagai situs online, ada opsi untuk memposting ulasan, dan karenanya membuat cakupan untuk ulasan berbayar palsu atau ulasan yang tidak benar. Ulasan yang dibuat-buat ini dapat menyesatkan masyarakat umum dan membuat mereka bingung apakah akan mempercayai ulasan tersebut atau tidak. Teknik pembelajaran mesin yang menonjol telah diperkenalkan untuk memecahkan masalah deteksi ulasan spam. Mayoritas penelitian saat ini telah berkonsentrasi pada pembelajaran yang diawasi metode, yang memerlukan data berlabel - suatu kekurangan Ketika datang ke ulasan online. Fokus kami dalam artikel ini adalah untuk mendeteksi setiap ulasan teks yang menipu. Untuk mencapai itu kita memiliki bekerja dengan data berlabel dan tidak berlabel dan diusulkan metode Deep Learning untuk deteksi ulasan spam adalah Long Short-Term Memory (LSTM). Kami juga telah melamar beberapa pengklasifikasi pembelajaran mesin tradisional seperti Nave Bayes (NB) kami telah menunjukkan perbandingan kinerja untuk pembelajaran tradisional dan Deep Learning Classifier.
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**I. PENDAHULUAN**

Internet telah menjadi bagian tak terpisahkan dari hari kita ke kehidupan sehari-hari. Dengan berkah internet, orang tidak harus keluar rumah untuk membeli sesuatu. Dewasa ini membeli produk dari online sudah menjadi hal yang biasa karena kebanyakan orang tidak punya waktu untuk menunggu dalam antrian untuk membayar. Tetapi semuanya memiliki pro dan kontra dan pembelian online memiliki kekurangannya sendiri. Karena pembeli tidak dapat menanyakan tentang produk atau menilai sebelum membeli dari online, mereka membaca ulasan dan kemudian memutuskan untuk membeli sesuatu. Untuk meningkatkan layanan dan produk - vendor, pengecer, dan penyedia layanan mengumpulkan umpan balik pelanggan dalam bentuk ulasan. Positif ulasan dapat menghasilkan keuntungan atau prestise penting untuk bisnis atau individu. Ini memberikan insentif untuk ”Spamming Opini”. Spammer mensponsori ulasan palsu untuk mempromosikan produk atau mendevaluasi layanan [1]. Secara umum ada dua jenis spam ulasan. Tipe pertama terdiri dari mereka yang sengaja menyesatkan pembaca atau sistem penambangan opini terkomputerisasi yang memberikan pendapat positif yang tidak layak untuk beberapa target produk untuk mempromosikannya dan/atau dengan memberikan atau ulasan negatif yang tidak baik untuk beberapa produk lain di untuk merusak reputasi mereka. Tipe kedua terdiri dari nonreviews yang tidak berisi opini tentang produk. Namun, ulasan yang berisi umpan balik negatif sebagai gambaran yang benar tampilan pelanggan tidak dapat diklasifikasikan sebagai spam. Jadi, untuk membuat ulasan online dapat diandalkan, itu telah menjadi masalah penting untuk membedakan ulasan spam.

**II. TINJAUAN LITERATUR**

Minqing Hu dan Bing Liu [2], mencoba menambang dan meringkas semua ulasan pelanggan tentang suatu produk. Mereka mengusulkan seperangkat teknik untuk meringkas ulasan produk berdasarkan penambangan data dan metode pemrosesan bahasa alami. Jindal dan Liu [3], mengklasifikasikan ulasan spam ke dalam tiga kategori: non-ulasan, ulasan khusus merek, dan ulasan tidak benar. Itu penulis menjalankan pengklasifikasi regresi logistik pada model yang terlatih pada ulasan duplikat atau hampir duplikat sebagai data pelatihan positif, yaitu ulasan palsu, dan ulasan lainnya yang mereka gunakan sebagai ulasan yang jujur. Penulis harus membangun dataset mereka sendiri. Li dkk. [4], menggunakan pembelajaran yang diawasi dan diberi label secara manual ulasan dirayapi dari Epinions untuk mendeteksi spam ulasan produk. Mereka juga menambahkan skor bantuan dan komentar pengguna yang terkait dengan setiap ulasan untuk model mereka. Ott dkk. [5], menghasilkan kumpulan data pertama dari opini menipu standar emas spam, menggunakan crowdsourcing melalui Amazon Mechanical Turk. Para penulis menemukan bahwa meskipun part-of-speech fitur n-gram memberikan prediksi yang cukup baik tentang apakah suatu ulasan individu palsu, pengklasifikasi benar-benar dilakukan

sedikit lebih baik ketika fitur psikolinguistik ditambahkan ke model. Shashank dkk. [6], mencoba mendeteksi spam dan ulasan palsu, dan menyaring ulasan dengan sumpah serapah, vulgar dan kata-kata makian, dengan memasukkan analisis sentimen. Istiaq dkk. [7], mengusulkan pendekatan hibrida untuk mendeteksi ulasan spam (HDRS). Pada awalnya, mereka mendeteksi ulasan duplikat dan kemudian dibuat dataset hybrid dengan bantuan active learning. Terakhir, mereka menggunakan pendekatan yang diawasi untuk mendeteksi ulasan palsu. Arsitektur CNN yang terdiri dari tugas Kategorisasi Topik dan Analisis Sentimen pada berbagai kumpulan data klasifikasi adalah dievaluasi oleh Yoon Kim [8], yang telah mencapai nilai yang sangat baik pertunjukan. Wang P. dkk. [9], memperkenalkan pengelompokan semantik dengan menambahkan lapisan tambahan dalam arsitektur CNN. Kalchbrenner dkk. [10], sebelumnya mengusulkan yang lebih kompleksArsitektur. Johnson R. dan Zhang T. [11], menggunakan representasi bagof-words yang efisien untuk input data dimana jumlah parameter untuk jaringan berkurang. Tidak ada kata yang sudah terlatih vektor seperti word2vec atau GloVe digunakan; bukan CNN adalah dilatih dari awal dan konvolusi langsung diterapkan ke vektor onehot. Zhang Y. dan Wallace B. [12], melakukan evaluasi pragmatis dengan memvariasikan parameter hiper untuk bangunan arsitektur CNN yang mencakup representasi input, nomor dan ukuran kernel, strategi penyatuan dan fungsi aktivasi dan berdasarkan efeknya, penulis menyelidiki dampaknya pada kinerja selama beberapa kali berjalan. Dari pekerjaan mereka, hasil tunjukkan bahwa max pooling berperforma lebih baik daripada rata-rata pooling konsisten, tetapi regularisasi tidak membuat perbedaan yang luas dalam tugas-tugas yang berkaitan dengan NLP. Zhao dkk. [13], disajikan meningkatkan model OpCNN empat lapis dengan mempertimbangkan bahasa Cina masalah urutan kata. Lapisan input menggunakan kalimat dengan urutan kata tertentu sebagai input. Di lapisan pooling, mereka menggunakan metode penyatuan k-max alih-alih penyatuan asli metode lapisan dan mengoptimalkan parameter model OpCNN. Lin dkk. [14], melakukan klasifikasi sentimen menggunakan keduanya RNN dan LSTM. RNN dan LSTM dijelaskan berdasarkan: masalah memori jangka pendek RNN ​​dan bagaimana LSTM dapat digunakan untuk mengatasi masalah ketergantungan jangka Panjang dengan memasukkan memori ke dalam jaringan yang memiliki potensi mempengaruhi makna dan polaritas dokumen. Xin Wang dkk. [15], mengimplementasikan jaringan LSTM untuk sentiment klasifikasi tweet atas kumpulan data positif dan negative tweet berlabel berisi 800.000 tweet dari setiap kasus. LSTM juga digunakan oleh Tang et al. [16] untuk klasifikasi sentimen. Eksperimen klasifikasi sentimen dilakukan pada empat besar kumpulan data yang terdiri dari tiga kumpulan data ulasan restoran (2013, 2014, dan 2015) dari Yelp.com dan satu set data ulasan film dikenal sebagai kumpulan data IMDB. Perbandingan kinerja menunjukkan bahwa LSTM mengungguli pengklasifikasi untuk mengklasifikasikan ulasan sebagai positif atau negatif.
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\*Model yang Diusulkan untuk Deteksi Ulasan Spam

Ini adalah fase deteksi spam di mana kedua mesin tradisional pengklasifikasi pembelajaran dan pembelajaran mendalam digunakan untuk mengklasifikasikan ulasan sebagai spam dan ham. Pengklasifikasi Nave Bayes (NB) diterapkan untuk mendeteksi ulasan spam atas nama tradisional teknik pembelajaran mesin. (kami telah menggunakan LSTM yang merupakan varian dari RNN) adalah teknik pembelajaran mendalam yang telah kami gunakan untuk deteksi spam. Akhirnya, kami telah membandingkan kinerja setiap pengklasifikasi untuk pembelajaran mesin tradisional dan mendalam pembelajaran dan diperoleh bahwa pengklasifikasi pembelajaran mendalam melakukan lebih baik. Algoritma untuk model yang kami usulkan dapat ditulis dalam Algoritma 1.

State Of The Art

|  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- |
| peneliti | DPM |  | subjek |  |  | metode |  |
|  |  | S1 | S2 | S3 | P | K1 | K2 |
| 1 | Hoax / penipuan |  |  |  |  |  |  |
| 2 | Awal tindak kriminal |  |  |  |  |  |  |
| 3 | Berita menarik |  |  |  |  |  |  |

Subjek: Metode:
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S2: Tetangga K1: kuantitatif

S3: Keluarga K2: kualitatif

|  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- |
|  | P1 |  | AD | Hasil | Rekomendasi |
| W | HK | N | TL |  |  |
|  |  |  |  | Tahap awal literasi cukup baik | Perbanyak sumber lebih banyak lagi |
|  |  |  |  | Representasi cukup baik | Pembelajaran geometr kontekstual |
|  |  |  |  | Kreativitas disain cukup rendah | Github untuk referensi kreativitaas |

P1: pengumpulan data W: Wawancara N: Neumen

AD: analisis data HK: Hasil Kerja TL: Tahap Literasi

A. Fase I: Prapemrosesan

Akuisisi Data dan Pra-pemrosesan Data dibahas dalam Fase I dari model yang kami usulkan. Penjelasan rinci dari masing-masing diantaranya dibahas di bawah ini.

1) Akuisisi Data: Ada beberapa kumpulan data yang berisi ulasan asli berkualitas baik dan juga menipu yang. Setelah menanyakan karya-karya sebelumnya berdasarkan referensi disebutkan di bagian II, kita telah belajar bahwa satu berlabel dan satu dataset tidak berlabel sebagian besar digunakan. Dataset berlabel adalahStemming. [5] dan sebagian besar dikenal sebagai kumpulan data Stemming. Di sisi lain, ulasan kehidupan nyata dari dataset Spam sms csyang tersedia untuk umum dan dapat digunakan sebagai kumpulan data yang tidak berlabel. Dataset Spam sms csv dapat ditemukan di [17]. Kami telah bekerja dengan keduanya Dataset Stemming dan Dataset Spam sms csv untuk eksperimen kami. Kita punya berlabel 1140 contoh ulasan dari Spam sms csv Dataset menggunakan giat belajar. Stemming Dataset memiliki sedikit ulasan (1139 kejadian).

2) Prapemrosesan Data: Instans berlabel dari Stemming Dataset dan instance tidak berlabel yang dikumpulkan dari Spam sms csv dan kemudian diberi label, keduanya perlu diproses sebelumnya. Preprocessing dilakukan dengan melakukan beberapa Bahasa Alami Proses (NLP) seperti 1. Tokenisasi 2. Huruf kecil Huruf bahasa Inggris 3. Penghapusan tanda baca 4. Hentikan penghapusan kata 5. Stemming

B. Tahap II: Pelabelan Data

Fase ini berkaitan dengan proses yang digunakan untuk memberi label data yang tidak berlabel. Proses ini dikenal sebagai Pembelajaran Aktif dan dibahas di bawah ini. Pembelajaran Aktif yang Dimodifikasi: DeBarr et al. [18], digunakan aktif belajar bersama dengan pengelompokan dan pengklasifikasi hutan acak untuk mendeteksi spam email. Metode pembelajaran aktif juga digunakan oleh Istiaq dkk. [19]; penulis mengusulkan model semisupervised interaktif untuk mengidentifikasi ulasan palsu, yang dievaluasi menggunakan data kehidupan nyata yang dibandingkan dengan beberapa yang canggih karya penelitian sebelumnya. Pemilihan sampel yang tidak berlabel adalah berdasarkan fungsi keputusan SVM, yaitu jarak sampel X ke hyperplane pemisah. Meskipun jaraknya antara [-1, 1], mereka menggunakan nilai absolut karena mereka membutuhkan tingkat kepercayaan diri. Enam sampel teratas dengan kepercayaan absolut rata-rata tertinggi dan juga teratas enam sampel dengan kepercayaan absolut rata-rata terendah adalah dipilih untuk pelabelan ahli oleh pelajar. Kami telah mengadopsi teknik ini untuk melatih model kita. Kami telah memodifikasi pemilihan sampel yang tidak berlabel dan alih-alih fungsi keputusan, kami memperkenalkan prediksi proba() dari SVM untuk prediksi untuk memberi label pada sampel. Awalnya, pengklasifikasi dilatih oleh 1139 ulasan berlabel diambil dari dataset stemming. 1140 tidak berlabel ulasan diambil dari Dataset Spam Sms. Dalam setiap iterasi, kita ambil 20 ulasan tanpa label, lalu pra-proses, untuk fitur pembobotan kami menggunakan TF-IDF vectorizer. Pengklasifikasi melakukan prediksi untuk setiap contoh ulasan. Selanjutnya kita hitung skor untuk setiap instance menggunakan fungsi predict proba() dari SVC penggolong. prediksi proba() akan memberikan 2 probabilitas untuk keduanya kelas Spam dan Ham. Skornya adalah selisih antara probabilitas kelas Spam dan probabilitas kelas ham. Jika skor lebih besar dari nilai ambang batas (0.20) maka kami menganggap bahwa ulasan tersebut diberi label dan kami menambahkan data yang baru diberi label dalam daftar data berlabel. Jika tidak, kita pilih maksimal 4 ulasan tanpa label di antara ulasan yang memiliki skor minimal. Sampel tidak berlabel yang dipilih adalah kemudian diberi label oleh ahlinya. Seluruh proses akan berulang sampai kami kehabisan sampel yang tidak berlabel.

C. Tahap III: Seleksi Fitur

Fase ketiga dari model yang kami usulkan adalah pemilihan fitur. Tiga teknik pemilihan fitur digunakan dalam usulan kami model seperti K-Fold, TF-IDF dan stem\_word embeddings. Pemilihan fitur untuk pengklasifikasi pembelajaran mesin tradisional adalah dilakukan dengan menggunakan nilai TF-IDF dan teknik K-Fold. TFIDF juga digunakan untuk Multi-Layer Perceptron (MLP) sedangkan Prosedur penyisipan kata stem\_word digunakan untuk fitur seleksi dalam kasus Memori Jangka Pendek Panjang (LSTM). 0029 Penyematan Kata: Penyematan Kata adalah teknik di mana kata-kata dikodekan sebagai vektor bernilai nyata dalam dimensi tinggi ruang, di mana kesamaan antara kata-kata dalam hal makna diterjemahkan menjadi kedekatan dalam ruang vektor. stem\_word adalah metode untuk membangun embedding seperti itu. Tujuan dan kegunaan stem\_word adalah mengelompokkan vektor-vektor yang sejenis kata-kata bersama-sama dalam ruang vektor. stem\_word membuat vektor yang terdistribusi representasi numerik dari fitur kata, seperti konteks kata-kata individu.

D. Fase IV: Deteksi Tinjauan Spam

Untuk mendeteksi ulasan spam, kami telah menggunakan tiga teknik pembelajaran mendalam: Multi-Layer Perceptron, Convolutional Neural Jaringan, dan Jaringan Syaraf Tiruan Jangka Pendek Jangka Panjang. Juga, tiga pengklasifikasi pembelajaran mesin tradisional seperti Naive Bayes (NB), Dukungan Vector Machine (SVM) digunakan untuk klasifikasi secara berurutan untuk membandingkan kinerja klasifikasi dengan pembelajaran mendalam pengklasifikasi.

1. Multi-Layer Perceptron (MLP): Dalam perceptron multi-layer, ada satu lapisan input dan satu lapisan output, semua lapisan di antaranya dikenal sebagai lapisan tersembunyi. Kami telah menggunakan MLP, baik untuk dataset stemming dan Spam sms csv. Pada awalnya, dataset dibagi menjadi pelatihan dan set tes. Karena multi-layer perceptron sensitif terhadap penskalaan fitur, jadi kami telah menggunakan StandardScaler bawaan untuk standardisasi. Selanjutnya, kita telah menentukan ukuran lapisan tersembunyi parameter. Kami telah menggunakan 2 lapisan, Validasi silang 5 kali lipat digunakan bersama dengan unigram, bigram dan trigram. Data pelatihan yang diproses dan diskalakan kemudian dipasang pada model. Kami telah menggunakan metode predict() model pas kami untuk mendapatkan prediksi. Terakhir, kami memiliki mengevaluasi kinerja model kami dengan menggunakan scikit-learns metrik kinerja bawaan seperti matriks kebingungan dan laporan klasifikasi.
2. Jaringan Neural Convolutional: Dalam pekerjaan kami, baik untuk Dataset Stemming dan Spam Sms, jaringan saraf convolutional digunakan dan hasil signifikan dicapai yang melebihi kinerja pengklasifikasi tradisional. Dalam kasus yang paling sederhana, keseluruhan proses LTSM dapat dijelaskan untuk satu tinjauan. Pada pertama, teks ulasan diproses sebelumnya dengan melakukan NLP teknik. Kemudian teks input direpresentasikan sebagai matriks. Setiap baris matriks adalah vektor yang mewakili sebuah kata dan vektor-vektor ini dikenal sebagai penyisipan kata (berdimensi rendah). representasi). Kami telah menggunakan stem\_word dengan dimensi 7, 10 dan 100 masing-masing yang mengindeks kata yang sesuai menjadi sebuah kosa kata. Kemudian kami melakukan konvolusi dengan menggeser filter atau kernel melalui input yang menghasilkan peta fitur. di setiap lokasi, perkalian matriks dilakukan dan hasilnya adalah diringkas ke dalam peta fitur. Untuk memperkenalkan non-linearitas, output dari konvolusi dilewatkan melalui fungsi aktivasi ReLU. Selanjutnya, untuk terus mengurangi dimensi angka parameter dan perhitungan dalam jaringan yang telah kami gunakan Max Pooling sebagai lapisan pooling yang mengurangi waktu pelatihan dan mengontrol overfitting. Seluruh proses diulang untuk beberapa kali dan akhirnya, hasil dari sebelumnya operasi diteruskan ke Lapisan Terhubung Sepenuhnya (Softmaxlayer) adalah menggunakan fitur ini untuk mengklasifikasikan data input menjadi dua kelas - spam atau ham berdasarkan dataset pelatihan.
3. Memori Jangka Pendek Panjang: Jaringan Saraf Berulang menderita memori jangka pendek karena menghilangnya gradien masalah. Jadi RNN mungkin meninggalkan informasi yang relevan dari sebelumnya jika sebuah paragraf teks diproses untuk melakukan prediksi. LSTM adalah Jaringan Saraf Berulang khusus yang dibuat untuk mengurangi masalah memori jangka pendek RNN. LSTM berfungsi seperti RNN, tetapi mereka mampu mempelajari ketergantungan jangka panjang menggunakan mekanisme yang disebut gerbang. Gerbang ini adalah operasi tensor berbeda yang dapat dipelajari informasi apa yang harus ditambahkan atau dihapus ke keadaan tersembunyi. Kita juga telah menggunakan LSTM untuk dataset Stemming dan Spam sms csv.Teks ulasan telah diproses sebelumnya menggunakan teknik NLP dan penyisipan kata dilatih menggunakan stem\_word dengan dimensi masing-masing 7, 10 dan 100. Itu ukuran lapisan tersembunyi stem\_word yang kami gunakan adalah 7, 10, 100, dan 1000. Pembelajaran awal tarif adalah 0.923. Nilai bobot awal adalah 8. Keluaran dari lapisan tersembunyi diteruskan ke LTSM feed-forward yang menggunakan Fungsi aktivasi Softmax untuk menghasilkan prediksi.
4. Pembelajaran Mesin Tradisional: Naive Bayes (NB) dan Support Vector Machine (SVM) pengklasifikasi digunakan sebagai pembelajaran mesin tradisionalteknik untuk deteksi spam untuk kedua dataset. Kita punya mencoba semua kemungkinan kombinasi dengan unigram, bigram, dan trigram dengan validasi silang 5 dan 10 kali lipat dan terdaftar yang terbaik akurasi untuk membandingkan kinerja pengklasifikasi tradisional dan pengklasifikasi pembelajaran mendalam untuk spam sms csv Dataset.

IV. HASIL & EVALUASI EKSPERIMEN

A. Kumpulan Data

1) Dataset Berlabel: Dataset berlabel yang kami gunakan diketahui sebagai Stemming Dataset yang dapat ditemukan didataset terdiri dari**:** ulasan hotel yang jujur ​​dan menipu dari nomor pelaku. Dataset ini berisi 1139 ulasan, yang bersifat berjumlah promosi 119 ,di antaranya 332 ulasan benar dan 568 ulasan menipu.

2) Kumpulan Data Tidak Berlabel: Kumpulan data tidak berlabel yang kami gunakan adalah dikenal sebagai Yelp Dataset dan dapat ditemukan di. Kami mengumpulkan 2000 contoh ulasan pertama dari kumpulan data. Setelah preprocessing, dengan menggunakan proses pembelajaran aktif berlabel instances. Dari 2000 instance, 350 instance diberi label sebagai Spam & 1650 contoh diberi label sebagai Ham.

B. Pengaturan hyper-parameter

Dalam eksperimen kami, untuk CNN & LSTM, penyisipan kata dilatih menggunakan word2vec yang memiliki ukuran kosakata 0030 30.000. Untuk mencapai kinerja yang lebih baik, kami menyetel beberapa hyper-meter untuk melatih model kami menggunakan CNN & LSTM. Kita menggunakan rasio 90:10, 80:20, 70:30 & 60:40 untuk pemisahan uji kereta dari kumpulan data kami. Tingkat pembelajaran yang digunakan adalah 0,001 dan inisial nilai bobotnya adalah 6. Kami menyetel ukuran penyematan dan menyembunyikannya ukuran lapisan hingga 50, 100 & 200. Tiga area filter dengan ukuran: 3,4 dan 5 yang digunakan, masing-masing memiliki 100 filter. Ukuran batch, jumlah epoch & nilai drop out juga disetel. Untuk MLP, 3 lapisan yang masing-masing terdiri dari 170 neuron dan 5 kali lipat validasi silang bersama dengan unigram, bigram & trigram adalah digunakan.

C. Hasil Percobaan

Kami telah membagi eksperimen kami menjadi tiga bagian. Eksperimen I berkaitan dengan hasil eksperimen LSTM atas "Set Data Stemming". Percobaan II termasuk percobaan hasil LSTM atas ”Spam sms csv Dataset”. Percobaan III memberikan hasil eksperimen Stemming dan Spam sms kumpulan data. Eksperimen IV melibatkan beberapa pengklasifikasi tradisional seperti Naive Bayes (NB), Dukungan Vector Classifier (SVC) untuk mengevaluasi kinerja dari "Set Data Spam sms csv".

1. Percobaan I: Dalam percobaan ini, kami telah menguji akurasi "Set Data Stemming" dengan nilai uji kereta yang berbeda rasio, dimensi penyematan & dimensi tersembunyi. Kita punya mencoba semua skenario yang mungkin dengan dimensi penyematan 7, 10, 100.

Result Of LSTM For Stemming Dataset

|  |  |  |  |  |
| --- | --- | --- | --- | --- |
| Train and test ratio | Embendding dimention | Hidden dimention | Accuracy | Technique |
| 80:20 | 100 | 200 | 92,36% | K-Fold |
| 70:30 | 100 | 50 | 94,29% | K-Fold |

Performance Of Traditional Classifier On Spam sms csv

|  |  |  |  |
| --- | --- | --- | --- |
|  |  |  |  |
| 10-fold | NB | Undiagram | 91,18% |
| 10-fold | SVM | Diagram | 93,41% |

Table ini menunjukkan bahwa dengan validasi silang 10 kali lipat & teknik Unigram, pengklasifikasi SVM & NB melakukan hampir mendekati berdasarkan akurasi. Pengklasifikasi SVM memberikan akurasi 93,41% sedangkan NB classifier memberikan 91,18%.
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